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Abstract—The low-dose computed tomography (CT) perfusion
data has low signal-to-noise ratio resulting in derived perfusion
maps being noisy. These low-quality maps typically requires a
denoising step to improve their utility in real-time. The existing
methods, including state-of-the-art online sparse perfusion decon-
volution (SPD), largely relies on the convolutional model that may
not be applicable in all cases of brain perfusion. In this paper,
a denoising convolutional neural network (DCNN) was proposed
that relies only on computed perfusion maps for performing the
denoising step. The network was trained with a large number
of low-dose digital brain phantom perfusion maps to provide an
approximation to the corresponding high-dose perfusion maps.
The batch normalization coupled with residual learning makes
the trained model invariant to the dynamic range of the input
low-dose perfusion maps. The denoising of the raw-data using
the convolutional neural network was also attempted here and
shown to have limited applicability in the low-dose CT perfusion
cases. The digital perfusion phantom as well as in-vivo results
indicate that the proposed DCNN applied in the derived map
domain provides superior improvement compared to the online
SPD with an added advantage of being computationally efficient.

Index Terms—Cerebral blood flow (CBF), computed tomog-
raphy (CT) perfusion, convolutional neural network (CNN),
denoising, low-dose.

I. INTRODUCTION

COMPUTED tomography (CT) perfusion is a well estab-
lished clinical diagnosis method for cerebral perfusion

evaluation, which provides spatial maps of cerebral blood
flow (CBF), cerebral blood volume (CBV), and mean tran-
sit time (MTT) [1]. CT perfusion is relatively a fast technique
to treat patients with symptoms ranging from acute stroke to
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subarachnoid hemorrhage (SAH) [2]. CT perfusion involves
dynamic imaging of contrast bolus after injection in the
cerebral vasculature. The perfusion maps computed from the
acquired temporal/dynamic data are post-processed to result
in the quantitative perfusion maps (CBF, CBV, and MTT).
For these perfusion maps to be quantitatively accurate, higher
radiation dosage is required compared to standard CT of the
head. Hence, CT perfusion scans are known to be high expo-
sure scans that can make patients suffer with several biological
effects, such as skin burn and increased risk of cancer [3].
Often the risk of CT perfusion scans for the patients tends to
be undermined as stroke is the third-leading cause of death in
the world. As CT perfusion is being widely used for diagnosis
as well as prognosis of several other cerebrovascular diseases
other than stroke, the high dosage risk cannot be ignored. The
important challenge to be solved for making CT perfusion as
the main stream cerebrovascular imaging method is to provide
quantitatively accurate CT perfusion maps (such as CBF) using
low dose CT perfusion data.

Several mathematical models were proposed earlier to
obtain quantitative perfusion maps from the temporal data.
The model involves deconvolution that is based on the cen-
tral volume principle, with the assumption that the tissue
time-enhancement curves is a convolution of arterial input
function (AIF) and residue function, which describes the con-
trast remaining in the tissue at any instant of time. The most
widely used deconvolution method is circulant truncated sin-
gular value decomposition (TSVD) [4]–[6]. This method was
proven to provide meaningful results in the normal (high-dose)
CT perfusion cases, the challenge remains for it to have utility
in the low-dose cases. It is also known that the low-dose CT
perfusion imaging data tends to be more noisy, thus resulting
in highly distorted perfusion maps.

Several works had proposed to denoise the dynamic CT
data, thereby improving the quantitative accuracy of CBF
maps. These methods include nonlocal means, bilateral fil-
tering, wavelet-based methods, and iterative reconstruction
methods [7]. A data-driven approach that learns the dictionary
from the high-dose perfusion maps termed as sparse perfu-
sion deconvolution (SPD) was proposed earlier to enhance
the accuracy of the estimated perfusion maps using low-
dose perfusion data and provide better diagnostic accu-
racy [8]. This method computes the dictionary globally for
performing denoising. As SPD uses the dynamic data in
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the deconvolution/denoising approach, the complexity of the
problem become intractable with increase in the number of
time points. With the advances in the CT detector technol-
ogy, the temporal resolution is increasing in multifold with the
introduction of multirow detectors, making CT perfusion num-
ber of time points to be close to 200 in less than a minute [9].
Also, the recently established tissue-specific deconvolution
process has a requirement of obtaining accurate segmentation
of tissue types, such as vessel, gray matter, and white mat-
ter [10]. Obtaining these tissue types accurately in real-time
is highly challenging especially in the low-dose CT perfusion
case and often requires manual-/semi-automatic methods to
be deployed, making their utility limited in terms of applying
them for low-dose CT perfusion denoising.

As these methods are data-driven, it is natural to apply deep
learning methods for performing the denoising of low-dose CT
perfusion maps. Deep learning has become the state-of-the-art
denoising method in computer vision and there has been
increased interest in applying similar strategies to medical
imaging problems [11], [12]. Deep networks are popular due
to their high computational efficiency leading to efficient
algorithms and often provide superior performance compared
to sparse coding as well as dictionary learning-based meth-
ods [13]–[15]. Most methods in the literature were geared
toward improving the reconstructed low-dose CT image qual-
ity using deep neural networks, but did not directly address
the problem of denoising of perfusion maps derived from the
noisy low-dose CT perfusion data.

A. Prior Work

Denoising forms an important step in many post-processing
applications. The aim of denoising methods is to provide an
estimate of ground truth from the noisy observation. A sim-
ple approach for performing denoising is to project the data to
transform domain, where noise can easily be separated assum-
ing that the noise was additive white Gaussian [16]. Another
way is estimating the statistics of the image directly [17].
Sparse coding techniques have received increased attention in
recent years, which reconstruct images from a sparse linear
combination of a learned dictionary [17]. A method that com-
bines sparse coding and deep neural networks was presented
to denoise the images with white Gaussian noise [18]. Later,
a patch-based denoising algorithm with a simple network was
proposed [19]. It was shown that this network was compet-
itive to the state-of-the-art block-matching and 3-D (BM3D)
filtering algorithm [19]. In another work, a convolutional neu-
ral network (CNN) was proposed for denoising of natural
images and was shown to be superior compared to wavelet
and Markov random field methods [20]. Existing denois-
ing algorithms assume a specific noise model with a certain
noise level for training. Recently, a denoising CNN (DCNN)
was proposed that can handle denoising with unknown noise
level [21].

For denoising of low-dose CT images, a Gaussian mix-
ture Markov random field model was utilized as a prior
in the image denoising problem [22]. This method intro-
duced a statistical framework that is data-driven to arrive at

denoised low-dose CT images [22]. Later, a deep CNN was
proposed to remove noise in the low-dose CT images and
was shown to have a great potential on structure preservation
and artifact reduction [23]. A similar approach for improv-
ing low-dose CT images was developed by applying CNNs to
a directional wavelet transform of the CT image [24]. These
methods have shown quantitative improvements in reducing
noise of low-dose CT images. Inspired by these works, a
residual encoder–decoder CNN with a deconvolution network
and shortcut connections was proposed to noise suppression
and lesion detection in low-dose CT images [25]. Later, a
deep convolutional network based on skip connections and
residual learning was proposed for low-dose CT images and
was shown improvement over total-variation-based reconstruc-
tion methods [26]. Recently, a CNN with an adversarial CNN
was proposed to estimate high-dose CT images from low-
dose CT images [27]. It was shown that the appearance of
the generated images was similar to high-dose CT images due
to utilization of adversarial network [27]. A residual CNN
trained with noise being the output of the network was devel-
oped for post-processing of low-dose images and was shown
to be effective in reducing artifacts while preserving tissue
details [28]. In another work, an iterative image reconstruc-
tion algorithm for low-dose CT with priors learned from an
artificial neural network was proposed [29]. Again, none of
this prior work directly addressed the problem of low-dose
CT perfusion maps denoising. Also, it is important to note
that the low-dose CT perfusion scanning protocol is differ-
ent compared to the typical low-dose CT imaging protocol, as
the perfusion scanning involves collecting temporal dynamics
and often the high-dose CT perfusion data it self have poor
statistics [30].

The low-dose CT perfusion raw data needs to be decon-
volved to provide perfusion maps, improvement in raw data
is typically attributed to the improvement in the quality of
perfusion maps. The application of denoising to the derived
perfusion maps has not been popular as the inverse noise
introduced by the deconvolution process is often difficult
to estimate. The recent progress in developing generalized
denoising models that are purely data driven based on deep
CNNs provide an excellent opportunity to perform the denois-
ing as the underlying noise model for the derived maps is
unknown and these CNNs provides much needed generaliz-
ability across various imaging scenarios (for example varying
X-ray tube currents).

The recent work of Zhang et al. [21] attempted to provide
generalized denoising framework that is beyond standard addi-
tive Gaussian noise model. Inspired by this paper, a deep CNN
was introduced in here for denoising the low-dose CBF (per-
fusion) maps and the network was trained with low-dose CBF
map as the input and the high-dose CBF map as the output.
At the same time, utilization of deep CNNs for performing
raw data denoising was also explored to see whether denois-
ing applied in either/both data and map space will provide
a better alternative for improving the low-dose CBF maps.
In this paper, the residual learning and batch normalization
(BN) as proposed by Zhang et al. [21] was utilized to speed
up the training and increase the denoising performance. The
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Fig. 1. Block diagram showing the denoising methods utilized in this paper. The roman numbers next to the arrows indicate the methods that utilize these
steps. The full description of these methods is given in Section II-G. The training setup for CNN is given in Fig. 2.

standard denoising approaches, such as BM3D [19], [31], [32],
was also applied in the raw data domain to highlight the gen-
eralizability of CNN-based methods. The proposed methods
(summarized in Fig. 1) were compared to the state-of-the-
art online dictionary-based SPD method both in digital brain
perfusion phantom as well as in-vivo cases. Note that the
high-dose CT perfusion map (CBF) was used as a reference
to compare the output of the proposed deep learning-based
denoising as well as online dictionary-based SPD methods.

II. METHODOLOGY

As stated earlier, the standard method for denoising of
CBF map for comparison was online dictionary-based SPD
method. Initially, the brain perfusion mathematical framework
was presented, followed by a description of circulant TSVD-
based deconvolution method. Later the online dictionary-based
SPD method was described in detail. Finally, the proposed
deep learning (CNN) denoising methods were presented.

A. Perfusion Parametric Model

The model to determine the amount of contrast in the region
is given by a convolution defined as [4]

Cv(t) = CBF
∫ t

0
Ca(τ )R(t − τ)dτ (1)

where Cv(t) is the tissue enhancement curve in the volume of
interest (measured), CBF is the tissue blood flow (unknown),
Ca(t) is an AIF (typically determined using dynamic data), and

R(t) denotes the residue function of the tissue that quantifies
the amount of contrast left in the vascular network at a certain
time computed on a voxel by voxel basis (unknown). The value
of one for R indicates that the entire contrast is within the
vascular network and zero means the entire contrast has left.

The convolution operation represented in (1) can be dis-
cretized by measuring AIF and tissue enhancement curve at
equally spaced points t1, t2, ...tT , with a step size of �t where
T denotes the total number of time instants. The discretized
equation can be represented as

Cv = CBF. ∗ �t. ∗ Ca ∗ R (2)

where Cv and R are column vectors containing concentra-
tions and residues, respectively, at different time instances,
and Ca represents a block-circulant matrix. Note that using
circular deconvolution instead of linear deconvolution avoids
the time shift problem and results in providing quantita-
tively accurate perfusion maps [33]. The deconvolution process
involves estimation of (CBF and/or R) given Cv and Ca, equiv-
alently finding an inverse for Ca. But Ca being ill-conditioned
in nature, one can only determine pseudo-inverse, typically
performed using TSVD [4], [5].

B. Circulant Truncated Singular Value Decomposition

Circulant TSVD is a popular method for performing the
deconvolution in CT perfusion [34], [35]. The singular value
decomposition (SVD) of the block circulant matrix Ca is
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given as

Ca = USVT (3)

where U and V represents the left and right orthogonal matri-
ces, and S is a diagonal matrix containing the singular values
arranged in the descending order. Utilizing the SVD of the
circulant matrix, (2) can be rewritten as

CBF.�t.R = V�UT .Cv (4)

where � is a diagonal matrix having inverse of the diagonal
values of S. The smaller singular values lead to large weighing
coefficients resulting in inaccurate perfusion maps. TSVD reg-
ularizes the solution by eliminating the smaller singular values
thereby removing the oscillatory terms from the solution gen-
erating more accurate maps. The truncation parameter plays an
important role in regularizing the solution. In this paper, 30%
of the maximum (first) singular value was used as a truncation
parameter based on the experimental results presented in [36].

C. Online Sparse Perfusion Deconvolution

The perfusion maps computed from low-dose CT perfu-
sion data are noisy, necessitating the need of a denoising
step. Recent interest has been on sparse representations and
dictionary learning methods [8]. Dictionary learning methods
are typically data driven, where priors can be learned from
maps to provide accurate results rather than using a prior that
is based on simplifying assumptions (such as image being
smooth). It is posed as an optimization problem with con-
strains. The least-squares minimization function based on (2)
can be written as

�LS = ||Cv − CaR||22. (5)

At t = 0, the g = R(t = 0) becomes the CBF. The least-squares
solution without regularization may not provide meaningful
solutions due to the high level of noise in the low-dose CT
perfusion data.

In SPD, a dictionary D ∈ RP×Q was learned from the high-
dose CBF maps, where P denotes the number of pixels in
the input patch and Q indicates the number of patches in the
dictionary [8], [10], [37]. This method assumes that the input
patch is a sparse linear combination of the dictionary elements.
The minimization function under this assumption becomes [8]

� = μ1||Cv − CaR||22 + ||g − Dα||22 � ||α||0 ≤ k (6)

where μ1 is the weight of the temporal term, ||.||0 indi-
cates �0-norm that counts the number of nonzero entries, and
α = [α1, α2, ...., αQ] are weights or coefficients for the lin-
ear combination of the dictionary elements (which are to be
determined). Depending on the problem at hand, the con-
straint in (6) assures that the number of nonzero entries in
α are less than k. Equation (6) is intractable due to the non-
convex property of �0-norm. The constraint in (6) can be
relaxed to �1-norm, which makes it convex while still pro-
moting sparsity [38]. Equation (6) in this case (unconstrained
optimization) becomes [8]

� = μ1||Cv − CaR||22 + ||g − Dα||22 + μ2||α||1 (7)

where μ2 represents the sparsity of α. The minimization func-
tion given in (7) can be solved iteratively using SPD method.
The first step is to minimize (7) with respect to α with a fixed
g, which can be written as [8]

�1 = ||g − Dα||22 + μ2||α||1. (8)

Equation (8) is minimized with respect to α using LARS-
Lasso algorithm [39]. The second step is to find/update g with
computed α leading to the minimization problem given as

�2 = μ1||Cv − CaR||22 + ||g − Dα||22. (9)

Equation (9) is minimized with respect to g. These min-
imizations (8), (9) are performed iteratively to compute α

and g. Note that this minimization requires the initialization
with randomly sampled patches of CBF map of high-dose
CT perfusion and these patches are used to seek and update
the dictionary D (which is initialized to over complete DCT
dictionary). The parameter μ1 balances the temporal model
and dictionary and μ2 controls the sparsity of the dictionary
coefficients. In this paper, the parameters μ1 and μ2 were cho-
sen heuristically for each case to obtain best results with lowest
error norm between high-dose and low-dose CBF maps. The
dictionary size of 256 was utilized to denoise a noisy image
with patch size being 8 × 8 with an overlap of 7 pixels.

D. Block Matching Three-Dimensional Filtering

BM3D filtering is a nonlocal method to denoise images and
to enhance the sparsity in the transform domain [31], [32]. It
is a standard method of denoising in medical imaging and has
been applied widely to both CT as well as magnetic resonance
imaging data [31], [32]. The BM3D denoising algorithm con-
sists of three steps. Initially, similar block images are stacked
into 3-D data arrays and are decorrelated using the invertible
3-D transform. The spectra obtained in 3-D are filtered using
hard thresholding. Lastly, the filtered spectra are inverted and
placed back in their original position. The final denoised image
is obtained from the weighted average of all clockwise esti-
mates. The detailed description of this method can be found
in [40]. In this paper, each volume of temporal CT perfu-
sion data and maps were denoised using BM3D to compare
with the CNN-based methods. The open-source code available
at [41] was utilized here for implementing BM3D filtering. The
parameters of the algorithm were chosen optimally based on
the corresponding noise in the CTP data. For the map denois-
ing, the parameters were chosen heuristically to result in best
possible denoised estimate.

E. Proposed Map Denoising Convolutional Neural Network

Recently the CNNs-based denoising has become the main
stream of denoising method especially in computer vision and
allied areas. The success in using CNN for a wide range of
tasks can be attributed to the availability of large amounts of
training data and computational power with powerful graphics
processing units (GPUs), which offer massive parallelization.
In this paper, a DCNN was utilized to denoise the CBF maps
obtained from low-dose perfusion data. The architecture of the
network was similar to the network proposed for denoising
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Fig. 2. Training setup of deep CNN architecture for denoising the low-dose CT perfusion map (methods-II, IV, and VI). Input to the network is a low-dose
CT perfusion map (CBF) and output of the network is the estimation of the noise present in the map. The denoised CBF is obtained by subtracting the
estimated noise from the low-dose CBF map. The basic block that is repeated 12 (indicated as D) times consisting of: a convolution layer consisting of 64
3×3 kernels, a BN layer, followed by an ReLU for nonlinearity. Testing is performed on the whole image without the requirement of patch extraction. Single
precision was used in the network architecture and the maps are pesudo-colored for better representation. Note that the same architecture was also used for
low-dose CT perfusion raw data denoising (utilized in methods-III and IV).

natural images corrupted with unknown Gaussian noise [21].
This network performs the training of denoising patch-wise.
The depth of the network (number of layers) depends on the
patch-size, which in turn depends on the noise level. Larger
patch size should be considered for high noise levels to cap-
ture more context. A residual learning method combined with
BN was utilized for the purpose of faster training and better
denoising performance.

1) Convolutional Neural Network Architecture: The
proposed CNN architecture was shown in Fig. 2. The input
to the network is a low-dose noisy CBF map represented
as x ∈ Rp×q, where p and q corresponds to the width and
height of the input, respectively. The output of the network
is a residual image (s ∈ Rp×q) determined from the noisy
low-dose input. The denoised perfusion map is obtained
by subtracting the residue from the noisy input, which can
be expressed as y = x − s. The aim of the network is to
determine the function F that maps noisy low-dose input to
the predicted residue (based on high-dose CBF map), given as

s = F(x). (10)

The loss function to determine the optimal weights for the
network can be obtained by considering mean squared error,
which can be written as

L = 1

2N

N∑
i=1

||F(xi, θ) − (xi − yi)||2 (11)

where the suffix i corresponds to the patch in the input image
and N being the total number of training samples (image
patches). Equation (11) should be minimized to obtain the
trainable parameters θ .

The network shown in Fig. 2 includes three kinds of lay-
ers. The first one consists of convolution layer followed by
ReLU nonlinearity (Conv + ReLU). Convolution is performed
with 64 filters each of size 3 × 3 generating 64 feature maps.
This layers takes an image patch of low-dose CBF map as the
input. These patches are symmetrically zero padded before
each stage of the network to result in same size. A nonlinear
activation function was used after the convolution operation.
The second layer is Conv+BN+ReLU. The parameters of this
layer are similar to the first layer with the addition of BN
between convolution layer and ReLU. The last layer is a sim-
ple convolution layer with filters of size 3×3×64 to determine
the residue from the noisy low-dose input. The convolved fea-
ture maps are summed to compute the output patch. Note that
there are no pooling layers utilized in the network.

This proposed map DCNN (M-DCNN) has three noticeable
features. One of them is combining convolution layer with
ReLU nonlinearity separates the desired image characteristics
from the noisy input. The other is the importance of integrating
residual learning and BN. The combination of residual learn-
ing and BN speedup the training process and also improves
the denoising performance [21]. Existing denoising algorithms
are trained for a specific noise level, whereas the proposed
M-DCNN network is generic and is capable to efficiently
remove unknown noise (will also be shown later).

2) Residual Learning: Recent works have shown that
using deep CNN improves the accuracy of the task at
hand, including large-scale image recognition [42], [43]. The
same deep CNN framework was utilized in the proposed
method. One of the limitation of using deep network is van-
ishing gradient problem [44]. This problem can be solved
using normalization layers, which helps to improve the
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convergence [45]. Moreover, the training accuracy of deeper
networks may start degrading and this effect is termed as
degradation problem. It was shown that residual network helps
to overcome the degradation problem providing better training
accuracy and faster convergence [46], which was utilized in
the proposed network.

3) Batch Normalization: Stochastic gradient descent (SGD)
is a popular optimization algorithm to determine optimal
weights of the network. It should be noted that training deeper
networks is a slow process and requires an appropriate selec-
tion of learning rate and initialization scheme. Additionally,
training models with saturating nonlinearities is challenging.
This effect termed as covariant shift is due to variations in
distributions of nonlinear inputs. BN layer helps to overcome
these limitations due to internal covariant shift introduced in
the previous layer by subtracting with mean and dividing with
standard deviation [45]. There exists two learnable parameters
γ and β to undo the effect of subtraction and division. The
batch norm (bn) can be expressed as [45]

bn = γ
z − μt

σt
+ β (12)

where μt and σt corresponds to mean and standard deviation
over the batch, respectively, and z indicates the input to the BN
layer. It works as a regularizer eliminating the need of dropout
and is less sensitive to initialization, allowing to achieve higher
learning rate. Note that integrating residual learning with BN
provides faster training and better denoising performance.

4) Data Preparation: Training on large data boosts the
performance of the deep network. Generating large amounts
of data for medical imaging applications is always a challeng-
ing task. To generate training data, the digital brain perfusion
phantom package that has the tools to create a realistic brain
perfusion data was utilized [47]. The phantoms were used for
reliable evaluation of different methods. The package contains
tools that help us to choose reduced and severely reduced
perfusion inside the segmented brain. With this toolbox, four
phantoms of dimension 256 × 256 × 256 were generated by
considering various core and penumbra regions at each mAs.
Data augmentation through image rotation was considered to
generate large amounts of data. Note that data augmentation
increases the efficiency of the task at hand [48]. A total of
453 120 training patches across all (mixed) mAs of low-dose
and high-dose CBF map pairs were generated for training
the proposed network. For a network with 12 blocks around
0.45 million parameters needed to be learned. Sample training
images for various noise levels were shown in Fig. 3.

5) Implementation Details: The major steps involved in the
proposed M-DCNN were summarized as method-II in Fig. 1.
The convolutions performed in the network utilized 3 × 3 fil-
ters with the number of blocks (D) as shown in Fig. 2 varying
from 9 to 15. The input low-dose (details of the data gener-
ation are given in the next section) and output residue have
a dimension of 40 × 40 (patch size). For larger size images,
denoising was performed in a patch-wise manner. Network
was initialized with a robust method given in [49] that takes
into account ReLU nonlinearities. This initialization enables to
train deep networks efficiently. The proposed M-DCNN was

Fig. 3. Typical CBF maps that generated without any denoising using
digital brain phantom data at different mAs using the methodology given
in Section II-F. (a) CBF map obtained using high dose CT perfusion data
acquired at X-ray tube current of 190 mA (expected output of the network,
Fig. 2). This map was used as a reference to compute the figures of merit
discussed in Section II-H. Low-dose CBF maps obtained using CT perfu-
sion data (method-I in Fig. 1) with tube current of (b) 50 mA, (c) 45 mA,
(d) 35 mA, (e) 25 mA, and (f) 15 mA.

trained using MatConvNet package [50]. An efficient mini-
batch gradient descent (SGD) was employed to determine
optimal weights for the network. Training was performed for
30 epochs on a batch-size of 256 with learning rate decaying
exponentially from 1e-1 to 1e-4. The time taken for training
the proposed network was about 36 h. All experiments were
performed on a single Nvidia k-20 GPU. Note that the training
time could be significantly reduced when multiple GPUs can
be deployed or using more recent GPU architectures.

F. Low-Dose Simulation

To simulate low-dose CT perfusion data, spatially correlated
statistical noise was added to the reconstructed high-dose CT
perfusion imaging data as described in [30] and [51]. In CT
images, the tube current I (mA) is inversely proportional to
noise standard deviation (σn) given as [8]

I = K2

σ 2
n

. (13)

If σ0 is the noise standard deviation corresponding to I0 tube
current, (13) can be rewritten as

I

I0
= σ 2

0

σ 2
n

. (14)

The standard deviation of the added noise can be expressed as

σ 2
n = σ 2

0 + σ 2
noise. (15)

The spectral properties of noise to be added were determined
from the phantom data. As it was observed that the power
spectrum of noise for different noise levels do not vary and
thus the same spectral model was considered for all noise
levels (similar to [30] and [51]). A convolution filter generated
from a 11 × 11 window around the autocorrelation peak of
the noise autocorrelation function was utilized for generating
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colored noise. This convolution filter was applied on the white
Gaussian noise and subsequently scaled to the desired standard
deviation. The generated noise was then masked with a filter of
valid pixels in the image. The resulting noise was then added
to the image to simulate low-dose CT scan [30], [51]. Note
that the simulated noise obtained from this procedure ensures
that the spectral properties match to that observed in the actual
low-dose CT perfusion data [30], [51].

Typically for whole-brain, CT perfusion data collected
around tube current of 200 mA at 80 kVp with a scan time
of less than a minute can be considered as high-dose and
the data collected with varying only tube current between
15 and 100 mA can be considered as ultra to low dose CT
perfusion data [52]. In this paper, the CT perfusion data col-
lected between 15 and 50 mAs was considered as low-dose
and the aim will be to denoise the CBF maps obtained using
corresponding data.

G. Denoising Methods Utilized in This Paper

The denoising methods utilized in this paper were summa-
rized in Fig. 1. Totally seven methods (including the one which
does not use any denoising) were deployed in this paper for
effective comparison. These methods are described below to
bring out the differences between them.

Method-I—Low-Dose: In this case, the CT perfusion map
(CBF) is generated from low-dose perfusion data using stan-
dard deconvolution method (Section II-B)

Method-II—Map Denoising (M-DCNN): For this, the maps
generated using method-I become input to the deep CNN and
the output of this method will be approximate solution to high-
dose perfusion maps (Section II-E). The denoising of CBF is
performed using deep CNN (Fig. 2 gives the network archi-
tecture). This method is proposed in this paper for robust
denoising.

Method-III—T-DCNN: Similar to map denoising, in here the
low-dose CT perfusion raw data (volume wise) becomes input
to the deep CNN (architecture is same as Fig. 2) with high-
dose CT perfusion raw data being the expected output. This
denoised low-dose perfusion data is used as input to method-1
to result in CT perfusion map (CBF).

Method-IV—TM-DCNN: In here the result of method-III
becomes input to the deep CNN (similar to method-II) with
high dose CBF map being the expected output. This method
is effectively combining methods-II and III, except that the
part pertaining to method-II (map denoising) was retrained to
include the maps generated using deep CNN-based denoised
low-dose CT perfusion data. This method is proposed in
this paper for comparison with only map denoising approach
(method-II).

Method-V—T-BM3D: This method is similar to method-III
except that instead of deep CNN for low-dose CT perfusion
data denoising, in here BM3D filtering (Section II-D) was
applied. This is a standard approach for denoising of low-dose
CT perfusion raw data.

Method-VI—TM-BM3D: Same as method-IV except low-
dose CT perfusion raw data denoising being performed
using BM3D. This method is effectively combination of

methods-II and V. Note that the deep CNN used for maps
denoising was retrained here. This method is proposed in
this paper for comparison with only map denoising approach
(method-II).

Method-VII—Online-SPD: Online SPD-based method
(Section II-C). This method was utilized in this paper as state-
of-the-art for comparison with other methods described here.

Method-VIII—M-BM3D: This method is similar to
method-II except that instead of using DCNN for low-dose
map denoising, in here BM3D filtering (Section II-D)
was applied.

Note all methods that utilize deep CNN
(methods-II, III, IV, and VI) for either denoising the low-
dose CT perfusion data or generated maps were all retrained
for each case individually to map the low-dose input and
high-dose outputs appropriately.

H. Figures of Merit

To evaluate the effectiveness of the deep CNN-based meth-
ods described above in terms of denoising the low-dose CBF
map, two quantitative metrics were utilized. Note that the high-
dose CBF maps obtained from CT perfusion data acquired at
190 mAs was considered as a reference.

1) Root-Mean-Square-Error: Root-mean-square-error
(RMSE) measures the closeness of the denoised CBF map
with the reference (high-dose CBF map). It is defined as

RMSE =
√√√√1

n

n∑
i=1

(hi − h̄i)2 (16)

where hi represents the computed CBF map (either low-dose
one or denoised output) and h̄i corresponds to the high-dose
reference CBF map with n representing the total number of
pixels/voxels in the map.

2) Structural Similarity: Structural similarity (SSIM) index
is a similarity measure between the reference and the distorted
images, which is widely used across many image reconstruc-
tion/processing algorithms. This index provides an estimate of
distortion in the reconstructed/denoised perfusion map. It is
defined as [53]

SSIM =
(

2μh̄i
μhi + C1

)(
2σh̄ihi

+ C2

)
(
μ2

h̄i
+ μ2

hi
+ C1

)(
σ 2

h̄i
+ σ 2

hi
+ C2

) (17)

where C1 = K1L, C2 = K2L with L denoting the dynamic
range of pixel values and K1 and K2 are small constants, μhi

and μh̄i
are the mean of hi and h̄i, respectively, σhi and σh̄i

are
standard deviation of hi and h̄i, respectively, and σh̄ihi

is covari-
ance of hi and h̄i. The values of SSIM can vary from 0 to 1,
the closer the value to one indicates the superior performance
of the denoising algorithm.

III. DIGITAL PHANTOM AND IN-VIVO EXPERIMENTS

The methods discussed in this paper till now were sys-
tematically compared with the state-of-the-art online SPD
method using digital brain phantom [47] and in-vivo clinical
data. Digital brain phantom data was generated using the
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Fig. 4. CBF map. (a) Ground truth and (b) high-dose (reference), of middle slice of the digital brain CT perfusion phantom mimicking the normal CBF.
The figures of merit, RMSE, and SSIM computed for CBF maps obtained using denoised methods discussed in Section II-G. (also shown in Fig. 1) are given
in (c) and (d), respectively. The corresponding CBF maps pertaining to middle slice are given in Fig. 5.

digital brain perfusion phantom package [47] as described
in Section II-E. There are five digital brain phantoms that
were used for evaluating the effectiveness of the proposed
method and this data was not utilized in the training of the
network (Fig. 2). The clinical in-vivo data was also not used
in the training.

Initially, only the digital brain phantom data was utilized
to know the best performing method among the proposed
methods that utilize DCNN (methods-II, III, IV, and VI) in
comparison with online-SPD method (method-VII). After ini-
tial evaluation, only the method-II (M-DCNN), which was
shown to outperform other DCNN-based methods was retained
for comparison with online-SPD method.

The clinical data that was utilized in this paper was provided
as an open-source as part of SPD toolbox [54]. The descrip-
tion of the in-vivo data acquisition was provided in [8]. It is
briefly reviewed here for completeness. The in-vivo data was
acquired with using GE Light speed or Pro-16 scanner with
cine 4i scanning mode at 1 rotation per second. The X-ray
tube was operated at 80 kVp and 190 mA to acquire the high-
dose perfusion data. To minimize the radiation exposure, a
scanning volume of 2.0 cm was utilized consisting of four
slices at 5.0 mm thickness with its inferior selected at the
level of basal ganglia above the orbits. A nonionic iodinated

contrast of approximately 45 mL was intravenously injected
using a power injected at a speed of 5 mL/s with a 5-s delay.
The data corresponds to a 35-year-old female with left middle
cerebral artery (LMCA) perfusion deficit caused by vasospasm
in aneurysmal SAH. Note that the low-dose CT perfusion data
is generated using the methodology given in Section II-F.

IV. RESULTS

A. Digital Brain Phantom

The results pertaining to both digital brain phantoms that
were not used in the training were shown in Figs. 4–6. The
low-dose (method-I) results corresponding to 15, 25, 35, 45,
and 50 mA are shown in the first row of Fig. 5. The results cor-
responding to only map denoising using the proposed network
were shown in the second row of Fig. 5. The third row of Fig. 5
corresponds to the maps generated after denoising the tempo-
ral data using the network (method-III) given in Fig. 2. The
maps generated are trained with the high dose maps as ground
truth and the maps obtained after denoising both in the tem-
poral and map domain (method-IV) are shown in the fourth
row of Fig. 5. The denoised maps generated after temporal
denoising using BM3D (method-V) are given in the fifth row
of Fig. 5. The sixth row in Fig. 5 corresponds to the maps
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Fig. 5. Results pertaining to the middle slice of the digital brain CT perfusion phantom mimicking the normal CBF. The low-dose CBF maps (obtained using
method-I described in Section II-G) computed using the perfusion data mimicking the X-ray tube current of (a1) 15 mA, (a2) 25 mA, (a3) 35 mA, (a4) 45 mA,
and (a5) 50 mA. The proposed M-DCNN (method-II in Section II-G) results are given in (b1)–(b5) correspondingly. The corresponding denoised maps using
method-III (T-DCNN) are shown in (c1)–(c5). The denoised results corresponding to method-IV (TM-DCNN) are given as (d1)–(d5), respectively. The maps
generated from method-V (T-BM3D) are given in (e1)–(e5), respectively. The denoised maps corresponding to method-VI (TM-BM3D) are shown in (f1)–(f5).
Corresponding denoised maps using the online SPD (method-VII in Section II-G) are given in (h1)–(h5). The denoised results corresponding to method-VIII
(M-BM3D) are given as (g1)–(g5), respectively. The CBF maps corresponding to ground truth (mimicking healthy brain) and high-dose (reference) perfusion
data are shown in the first row of Fig. 4. The figures of merit for these results are shown in second row of Fig. 4.

generated by denoising the BM3D temporal denoised maps
using the network (method-VI). As stated earlier, the online
SPD was chosen as the state-of-the-art method for comparing

the results obtained using method-II (M-DCNN) and the cor-
responding results for the healthy brain phantom are shown
in the seventh row of Fig. 5. The denoised maps generated
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Fig. 6. Similar effort as Fig. 5 using digital brain CT perfusion phantom data for a case mimicking cerebrovascular abnormality (similar to stroke). For
effective comparison, the abnormal (stroke mimicking) region of interest outlined as a box in the ground truth was zoomed in for other results. The figures
of merit (RMSE and SSIM) were computed for the whole slice to show the improvement using the proposed M-DCNN method.

after map denoising using BM3D (method-VIII) are given in
the last row of Fig. 5. Fig. 4 provides the ground truth along
with CBF obtained with high-dose data. The figures of merit
for the results shown in Fig. 5 are plotted in Fig. 4.

The results pertaining to healthy brain phantom case
(Figs. 4 and 5) show that the proposed DCNN-based meth-
ods for map denoising outperforms the online SPD in terms
of figures of merit. The RMSE values for 15 mAs CBF maps
(shown in Figs. 4 and 5) are 4.7, 1.1, 6.5, 1.2, 7.7, 1.6, 3.7,
and 3.3 for methods-I–VIII, respectively, indicating that the
map denoising using DCNN improves the RMSE by atleast a
factor of 2.5. Note that the parameters for online SPD algo-
rithm were chosen for each specific mAs, its performance is
better than the denoising methods applied in the raw data
domain. Among the map denoising methods, the method-II
(which only applies denoising in the map domain) has been
consistently outperforming others across all mAs as well as
other data. The results pertaining to other testing data has

been shown later (Fig. 11) asserting that trends shown in
these results were followed with other testing data establishing
that method-II provides the best performance. From now on,
only results pertaining to method-II (M-DCNN) were shown to
compare with online-SPD-based method. In here when DCNN
or BM3D was utilized for denoising of the raw data, it did not
improve the derived maps significantly. Note that the X-ray
tube currents considered here (range of 15–50 mAs) is typi-
cally labeled as ultra low-dose, which tend to be more noisy.
Moreover, this can also be due to alteration in the underlying
model (AIF) caused by the denoising process, which directly
affect the deconvolution utilized in the map generation. Thus,
methods-III (T-DCNN) and V (T-BM3D) are not effective.
Note that the methods-IV (TM-DCNN) and VI (TM-BM3D),
which utilize methods-III and V as initial steps, respectively,
were able to improve the derived maps as they have additional
step of map denoising using DCNN (similar to method-III),
which is independent of any underlying model. Still errors
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Fig. 7. Results pertaining to the middle slice of in-vivo CT perfusion data of a 35 years old female with vasospasm in aneurysmal SAH, which caused
LMCA perfusion deficit. The reference CBF map corresponding to the high-dose CT perfusion data acquired at 190 mA is given in (a). The low-dose CBF
maps (obtained using method-I described in Section II-G) computed using the analogous perfusion data corresponding to the X-ray tube current of (d) 15 mA,
(e) 25 mA, (f) 35 mA, (g) 45 mA, and (h) 50 mA. Corresponding denoised maps using the online SPD (method-VII in Section II-G) are given in (i)–(m).
The proposed M-DCNN (method-II in Section II-G) results are given in (n)–(r) correspondingly. The figures of merit, RMSE, and SSIM computed for last
three rows of CBF maps are shown in (b) and (c), respectively.

induced by the raw-data denoising methods effect the final
outcome, making them less attractive despite of additional
denoising in the raw-data domain. It should be noted that the
method-IV (TM-DCNN) stands out as the second best method
next to method-II (M-DCNN) and the difference is less than
20% across all experiments performed in this paper.

B. Computational Time

Recorded computational time (in seconds) for obtaining
results given in Figs. 4 and 5 for various methods with 50 time
points are as follows. M-DCNN method took 0.6 s on CPU and
0.006 s on GPU. T-DCNN took 30 s with GPU and 0.3 s on
GPU. TM-DCNN took 30.6 s on CPU and 0.306 s on GPU. T-
BM3D took 3.5 s on CPU. TM-BM3D took 4.1 s on GPU and
3.506 s on GPU ( temporal part on CPU). Online SPD method
took 36.3 s and M-BM3D method took 0.07 s on GPU. All

timings for DCNN methods are excluding the one time over-
head time of training the network for 50 epochs on a batch-size
of 256 which is approximately 72 h. This time could be further
brought down by utilization of GPUs. The proposed method-
II (M-DCNN) as well as M-BM3D (method-VIII) operates on
the computed CBF map and is independent of the time points
and marginally depends on the CBF map size. The CBF image
size in case of digital brain phantom case is 132×184. It is also
important to note that the training data and time required for
online SPD is much smaller compared to the deep convolution
network-based methods utilized in this paper.

C. Stroke Mimicking Digital Brain Phantom

For the case of stroke mimicking (Fig. 6), the results clearly
indicate that the M-DCNN (method-II) method was able to
consistently provide improved denoising results compared to
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Fig. 8. Plot of averaged figures of merit. (a) RMSE and (b) SSIM on testing data (two unseen digital phantoms) with respect to different X-ray tube
currents in method-II (M-DCNN). The different models used for training are listed in the legend. The basic block composition is given in Fig. 2. These results
correspond to the number of blocks (referred as D blocks in Fig. 2) being 15.

Fig. 9. Plot of averaged figures of merit. (a) RMSE and (b) SSIM on testing data (two unseen digital phantoms) with respect to different X-ray tube currents
in method-II (M-DCNN) with varying number of blocks (referred as D blocks in Fig. 2) with mixed mAs model.

online SPD. Even in these cases, the figures of merit indicate
that the M-DCNN was able to outperform the online SPD. The
stroke mimicking lesion is more dispersed in the online SPD
case, giving an impression of more stroke volume compared to
the reference image. Note that results pertaining to other meth-
ods (discussed in Section II-G) were not presented here, but
the trends observed for the healthy digital brain phantom case
were valid here as well. As the input image size and number of
time points are same as the results presented in Figs. 4 and 5,
the computational times observed here are similar to the ones
presented in the previous section.

D. In-Vivo Data

The denoised results corresponding to the in-vivo data are
given in Fig. 7. The same trend as observed in the digital
phantom cases was also observed here, with the proposed

method-II (M-DCNN) outperforming the online SPD. In the
15 mA case, M-DCNN (method-II) outperforms the online
SPD in terms of both figures of merit. It should be observed
that, in terms of RMSE, the proposed M-DCNN outperforms
the online SPD. In case of SSIM, the results of online SPD
method for 35, 45, and 50 mAs closely match with proposed
M-DCNN method, asserting that the similarity with high dose
CBF map is same for both methods. As the number of time
points in this case were 119 and the CBF map size being
367 × 280, the required computation time for the online SPD
is 478.7 s and for method-II (M-DCNN) CPU implementation
requires 2.2 s (with GPU, the recorded time is only 8 ms).
As the online SPD computational time is highly dependent on
the number of time points, this method turns out to be expen-
sive in terms of computational time. Considering the training
time, overall the online SPD still be an attractive option for
performing the denoising step.
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Fig. 10. Plot of training loss and validation loss with respect to the number
of epochs for M-DCNN method (Fig. 1) with 12 blocks utilizing mixed mAs
model. The network architecture is shown in Fig. 2.

V. DISCUSSION

The online SPD built on underlying model of convolution
for obtaining the tissue enhancement curves, may not be appli-
cable for all cases of brain perfusion. For example, other
models such as adiabatic approximation to tissue homogene-
ity [55], [56] cannot be directly utilized in the online SPD
framework. The DCNN-based methods (including M-DCNN)
is independent of the underlying model and requires only the
low-dose perfusion map (which can be computed using any
model), making it universally appealing.

A. Model Selection/Training

The proposed method-II (M-DCNN) was analyzed to deter-
mine effect of the underlying neural network model and the
corresponding results were given in Fig. 8. Matched mAs
correspond to the results generated when the trained model
mAs and testing data mAs match. Mixed mAs represents the
results generated by considering the training data with all mAs
(this model was utilized for generating all results presented
till now). Note that mixed mAs and matched mAs (the first
two results) are without considering any dropout. It can be
observed from Fig. 8 that the mixed model performs supe-
rior than the matched training model in all cases considered.
Further analysis was performed with underlying model being
mixed mAs. The results corresponding to adding dropout of
0.1 and direct learning (output of the network being clean
map instead of noise) are also shown in Fig. 8. Note that the
dropout was added after every intermediate layer excluding
the first and last layers. From the results, it can be seen that the
mixed model without dropout combined with residual learning
outperforms the model with dropout or direct learning.

The training time for deep CNN-based methods could also
be reduced by using less number of blocks in the network,
but reducing the number of blocks can also reduce the
performance. To study the effect of number of blocks on the
performance of the trained network (specific to method-II),
the number of blocks were varied from 9 to 15 using the
mixed model as the reference. The results obtained in terms
of the RMSE and the SSIM for various values of input mAs is

reported in Fig. 9 as a function of model blocks (in here, they
were varied as 9, 12, and 15). From Fig. 9, it can be ascer-
tained that the model with 12 blocks was able to improve
in all cases considered here. Thus, the trained model with
12 blocks was used for all results (Figs. 4–7) presented in this
paper. The choice of number of layers/blocks is dependent on
the data available for training and there is usually an optimal
number of parameters in terms of number of blocks and this
optimal parameter size is chosen based on the performance on
a held out validation data-set. In this case, it was observed that
increasing the number of blocks improved the performance ini-
tially. As increasing the depth of the network increases large
number of trainable parameters to be estimated from the avail-
able data, there is always an optimal number of layers/blocks,
which provide better approximation to the expected output for
the validation data. In here, this optimal number of blocks
were 12 as observed from results shown in Fig. 9.

As the proposed network utilizes the BN, it is invariant to
the input dynamic range. This provides an inherent advan-
tage of avoiding the data calibration across various dosages of
iodine as well as varying sizes of brain. It is also shown in here
that the chosen model corresponding to mixed training model
was able to improve the SSIM and provide lower RMSE val-
ues for input CBF maps corresponding to 15, 25, 35, and 45
mAs (Figs. 5–7).

The plot of the training and validation loss over the number
of epochs for the proposed method-II (M-DCNN) was shown
in Fig. 10. It can be observed that the training and validation
decreases with increase in epochs. As expected, the validation
error is higher than the training error. After epoch 5, the val-
idation has become consistent with increase in epochs. These
results assert that the model did not over-fit the validation data
and the training process followed the trends that are observable
in the deep learning frameworks.

The results presented in Figs. 4–6 were limited to one slice.
To show the improvement by utilizing the proposed method
(M-DCNN), the average figures of merit RMSE and SSIM
for two unseen testing phantoms (over the whole volume) for
the methods discussed in Fig. 1 were shown in Fig. 11. It
can be observed that the trends observed with respect to sin-
gle slice were also valid here asserting that the improvement
with respect to proposed M-DCNN method is across the whole
volume.

This is the first work (as far as we know), where we
are directly comparing the performance of denoising methods
applied to raw-data as well as derived maps either sepa-
rately or together in the low-dose CT perfusion imaging. The
results presented here indicate that performing denoising in
the derived map domain has larger applicability both in terms
of improving the maps as well as offering computational effi-
ciency especially with trained deep neural network models.
The training time in the network models along with large data
availability is a bottle neck for developing these type of mod-
els. With more realistic digital phantoms being available [57],
this large data requirement can be largely met. The training
time (in here being minimum of 36 h) can be reduced either
by using multiple GPUs or implementing transfer learning
framework [58]. As advances in GPU computing toward deep
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Fig. 11. Plot of average figures of merit. (a) RMSE and (b) SSIM on testing data (two unseen digital phantoms) using denoising methods discussed in this
paper (Fig. 1) as a function of X-ray tube current (x-axis).

learning are becoming prominent, training DCNN on an opti-
mized hardware (including multiple GPUs) should be able to
bring down the training time to minutes [59]. It is also impor-
tant to note that the training typically happens offline and is
only performed once, the network is available online, requir-
ing only couple of seconds on the CPU for performing the
denoising (please refer to Section IV-B).

It is important to note that the residual network that was
proposed here was inspired for performing denoising using
DCNN with noise model being nonstandard additive white
Gaussian [21]. The noise in the low-dose CT perfusion images
is correlated and more importantly the noise model for the
derived maps is unknown as computing them will involve a
deconvolution process (solving an inverse problem) applied
to the raw data. The standard denoising approaches (such as
Wiener filtering) are not relevant in these cases and currently
the state-of-the-art is to use sparse deconvolution approaches
(such as the one used in here, namely, online SPD). The
DCNNs provide generalizability in these scenarios to have
larger applicability as they are purely data driven. It is possible
to achieve the denoising of derived maps using other alterna-
tive deep CNN architectures. The results shown here indicate
that deep CNN architectures applied in the map domain pro-
vides superior denoising performance compared to applying
on the raw-data.

B. Future Extensions

Most works related to enhancing low-dose CT perfu-
sion maps relied on denoising of raw-data (CTP data). The
low-dose cases are typically mimicked by adding noise to
high-dose CTP data with well established and calibrated sta-
tistical noise model for varying X-ray tube currents [8], [10],
[27], [28], [30], [51]. This noise model with varying tube
currents (15–50 mAs) was utilized in this paper to mimic

the low-dose case. It is possible to add the noise in the
sinogram space to mimic low-dose cases. This requires one
to characterize the effect of tube current on the sinogram
data to effectively compare the performance of various dis-
cussed methods in this paper. As CT reconstruction methods
(especially advanced ones like statistical iterative reconstruc-
tion methods) are nonlinear in nature and the noise prop-
agation through this reconstruction step can alter the CTP
raw-data considerably [23], [25], [28], [29]. So this was
not attempted in here and will be taken up as a future
extension.

Even though the perfusion map that was considered here
for denoising was only CBF, the other derived maps (such as
CBV and MTT) can also be benefited in this framework. Also,
the work presented here was focused toward CT perfusion,
but it could be easily extended to the other perfusion imaging
modalities, such as MRI, PET, SPECT, and ultrasound. The
trends observed here should be applicable to these imaging
modalities.

As low-dose CT imaging is receiving heightened interest
in the recent past, methods such as the ones developed here
should pave way for the low-dose CT imaging with an aim to
move toward ultra low-dose CT imaging [9], [60]. In dynamic
CT imaging, such as the perfusion, the contention for the
low-dose CT imaging is its inability to provide quantitatively
accurate parametric maps. This paper has shown that the deep
learning could be the tool that can enable this without compro-
mising the quantitativeness of the derived maps. Importantly,
these deep networks can be implemented online to know the
improvement in real-time (requiring negligible time than com-
putation of derived maps), which can provide instant feedback
for optimizing the image acquisition protocol with an aim to
reduce the dose to the patient.

The future work also involves deriving perfusion maps
directly from the low-dose CT perfusion raw data without
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utilization of deconvolution. This approach requires a larger
generalization as the number of time points in the raw data
varies considerably across scan protocols [1], [2], [30] and
will involve normalization across temporal domain to achieve
high level of success in giving meaningful maps. The standard
approach of mapping from temporal domain to map domain
involves significant number of preprocessing steps other than
deconvolution and each step utility in the direct CNN-based
methods needs to be studied in detail to provide insights into
solving the problem at hand.

VI. CONCLUSION

The derived maps from low-dose CT perfusion data are
typically low-quality and requires a denoising to provide any
quantitative information. The denoising methods that are cur-
rently available are either computationally complex or does not
provide the required improvement in terms of image quality.
In this paper, a data driven DCNN was proposed to perform
denoising of low-dose CT raw-data or derived maps. It was
shown through the experiments that the DCNN-based meth-
ods were able to improve the low-dose CT perfusion imaging
with these being applied in the derived map domain providing
superior performance. The network architecture is also insen-
sitive to the input data dynamic range as it integrates residual
learning with BN. The digital brain phantom as well as in-vivo
data cases demonstrate the effectiveness of the DCNN applied
in the map domain without adding any additional computa-
tional burden in performing the denoising step. Integrating
this DCNN with the post-processing software platforms should
be able to ease the work flow in terms of diagnosing as
well as characterizing the cerebrovascular abnormalities using
low-dose perfusion data. The developed MATLAB code was
provided as an open-source for enthusiastic users [61].
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