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Abstract—The development of automated control systems results into industrial plants accumulating
large amounts of data on the continuous state of technological processes. Multiple physical sensors
record the system states at any given time, hence being crucially responsible for controlling the system
and maintaining its parameters within hard limits. At the same time, irregularly conducted laboratory
measures make up a significant part of the qualitative indicators of such processes, especially in the
petrochemical industry. Mathematical models that generalize laboratory measured indicators to match
the frequency of physical sensors are called soft sensors. On practice, soft sensors for laboratory data
are represented by linear or last-recorded-value models. We investigate the task of analytically obtaining
chemical indicators of the technological process in real time based on the values of physical sensors; the
study is conducted on a real-world data set. Several problems are covered, including high dimension of
the physical inputs compared to the laboratory data volume; scarcity of the laboratory data collected on a
daily basis. Authors propose feature selection methods based on PLS regression (hierarchical clustering),
Bayes trees, utilize existing graph neural network, as well as compare developed methods with existing
popular approaches. Each of the proposed feature selection methods has been adapted to take into account
the expert opinion of the industrial plant engineers. Authors investigate developed approaches alongside
neural network methods for predicting time series including graph neural networks, fully connected and
recurrent networks. The obtained experimental results show the advantage of using proposed feature
selection based on PLS and Bayes in ensemble with simple recurrent networks or graph neural networks
with preliminary interpolation. Separately, it is worth noting the ambiguity of assessing the developed
models quality; authors propose a combined approach that takes into account the adequacy of the model,

its correlation with the true laboratory values and averaged errors.
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1. INTRODUCTION

Modern production plants provide large amounts
if continuous precise data on the states of ongoing
technological processes. At the same time, in prac-
tice, modern process control utilizes either models
representing the process using systems of differen-
tial equations, or fairly simple (often linear), partially
heuristic, control models that are embedded in the
process control proprietary software. Both the first
and second types of models are criticized by the ex-
perts of the field for their lack of accuracy, which
is a consequence of the simplicity and versatility of
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such models. The ongoing movement towards the
digitization of production plants makes exploring ma-
chine learning methods for solving the problems of
forecasting technological process states relevant [1].
The forecast models are built on a case-to-case basis,
utilizing historical data collected on particular indus-
trial installations. We will be focusing on the task of
forecasting laboratory indicators of a petrochemical
technological process; to be more exact, on the sub-
task of response-based feature selection for handling
the real-world data set under study, rich with highly
correlated physical variables.

Physical data of the technological process in-
cludes the automated readings of the physical sensors
across the system recorded online in regular intervals,
usually seconds. Despite having missing values or

S872



FEATURE SELECTION METHODS

outliers, physical sensor readings are aggregated eas-
ily into continuous data sets of a suitable time scale
for analysis. On the other hand, laboratory indicators
cannot be measured by a physical sensor and must
be obtained manually by qualified personnel from
product samples. This means that each laboratory
measuring needs human time and effort resulting into
not only large intervals between measures but also
involvement of the human factor. Such problems
as reusing of the old product samples, measurement
mistakes or delays could produce unreliable results.

The laboratory data possesses the following (but
is not limited to) features: is very scarce data that
cannot be obtained exactly at any given moment in
time (timestamp assigned to a measurement corre-
sponds to the moment a product sample is taken); a
critical component of the process, represents product
quality indicators; cannot be evaluated precisely, each
laboratory indicator has high and low limits for re-
producing the measurement depending either on the
sample itself or on the laboratory conditions. We will
define a soft sensor as an approximation model for
the laboratory data of a fixed parameter measurement.
Most popular interpolations used in real production
plants are linear and piecewise constant approxima-
tions.

2. OVERVIEW OF THE EXISTING
SOLUTIONS

The development of soft sensors increases the pro-
duction plant efficiency across the modern industry.
Multiple academic studies were considered below, al-
though the area of study contains a lot of commercial
products with closed and/or limited to a single plant
implementations.

A study [2] investigates feature selection methods
for an oil distillation real-world data set, including
approaches based on information criteria, correlation
analysis and others. The study concludes that none
of the provided methods was able to improve the pure
expert knowledge-based models, moreover, all the
methods discarded the variables selected by techni-
cians. The proposed models implement a combined
approach: feature selection models rank variables
provided by experts. At the same time, the data
under study contains relatively small amount of input
features available for close expert inspection.

A more recent [3] focuses on the similar problem of
approximating scarce laboratory measures (recorded
from a real wastewater treatment plant). While not
providing significant innovations in the field of soft
sensoring (proposing ridge regression as the best
model), the authors conclude that the black box ap-
proaches show less efficient results than those incor-
porating the knowledge of the plant structure.
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A more typical (for the task of constructing soft
sensors) approach utilizing fully connected autoen-
coders is discussed in [4]. The study is focused on
modelling multiple quality indicators of the petroleum
refining process and proposes using quality-driven
regularization for the task of implicit feature selection.
The experiments show that response-based feature
selection has advantages over the simple solution
of building auto-encoders on the basis of abundant
physical data. Another earlier [5] discusses autoen-
coders for working with missing data, although the
degree of missing values under study (maximum is
50%) is far from the one discussed in our study (99%).

In the work [6], a generative approach is used
for augmenting the laboratory readings data set.
The rCWGAN architecture (conditional generative-
adversal neural network with regression) is proposed,
integrating laboratory readings as condition variables
into the model training. The study focuses on
modelling the purified terephthalic acid (PTA) solvent
system. We will note that the generative approaches
show low efficiency at the moment on the data studied
in our work.

The works described above fail to represent the
task of modelling laboratory data as a task of approx-
imation for the limited set of points in time. Most
studies simply represent it as a straightforward re-
gression between a set of physical variables and a lab
data measure in a fixed moment in time. At the same
time, the technological process under study has a
significant delay before any physical sensor value will
have its impact on the product. Another problem not
accounted forin the described works is critically small
size of the data set. Compared to the mentioned in the
overview processes, the physical process under study
is hardly interpretable with a single diagram, con-
taining hundreds of physical sensors. The overview
raises the following relevant points of developing soft
censors: utilizing expert (process) knowledge while
not focusing on the physical understanding of the
process; handling large amounts of physical variables
with regard for the response; modelling laboratory
data with time dependences. The last problem we will
address in this section is the lack of open datasets for
studying in the applied field.

3. INDUSTRIAL DATA AS
MULTIDIMENSIONAL TIME SERIES

Here, we will discuss the problem of representing
both physical and laboratory data in terms of time
series and introduce the main tasks of recording and
modelling the industrial process.
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3.1. The Task of Forecasting Industrial Time Series

To develop a model of a process in time we firstly
need to define the time scale and a way to trans-
late sensor data into a form suitable for processing.
Here, we will be focusing on discrete time models,
representing the system like a finite state machine
with memory, contained in the sliding window of a
predefined size. Let us introduce a fixed discrete grid
in time:

T =t1,to,...

stv,  tiyr —t; = 7 = const.

Assuming a subset of the studied real physical sen-
sors of the plant as continuous functions of time f;,
we can construct the following projection:

F(t) = fi(t),..., fn(t),
A= [fit)hi<i<smi<i<n.

Thus, the matrix of sensor readings A discretely
displays the production process over the period of
time ¢y ... tpr with a uniform frequency of 7.

Let us fix a laboratory indicator lab; and adjust the
one-dimensional set of obtained measures of size m;
onto a grid corresponding to the physical indicators
(the method of reduction is based on choosing the
closest timestamp):

lab;(t) 1t €ty < tpy .. tm—1 <tm, CT.

By projecting a set of laboratory readings onto the
discrete grid of physical indicators of the process T,
we obtain a sparse (by missing values) matrix of
readings:

This is the form that will further contain the tech-
nological process data as an input to the developed
algorithms. The matrix AB will represent a mul-
tidimensional time series or a data set. Here and
below, we will omit the details of transforming the raw
readings of physical sensors to the resulting grid of
specified fixed frequency 7.

We will build mathematical models of laboratory
variables in discrete time with physical indications as
inputs. Let us omit mentioning of undefined values
further on, assuming by default that they do not par-
ticipate in the machine learning methods (feature and
response vectors containing missing values will be
discarded), unless explicitly specified (for example, in
the case of interpolation).

The time series for the physical sensors A can be
represented as a sequence of records A;, where A; =
At1y ey iy (likewise, Bt = bﬂ, N 7btp ) Then, the
task of predicting the state ¢t + & (k > 0—step of the
model), from the sliding window of history values
sized r (correspondingly, lag of the model) up to the
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Table 1. Numerical characteristics of the data set

Parameter Value
Physical data measures 8569
Physical sensors 322
Laboratory measures 326
Physical sensor frequency lh

moment ¢ included could be solved by constructing
individual models for the necessary step in time:

Bt—‘rk ~ Bk(Ata e JAt—T)J

Thus, arises the task of selecting the optimal type

of the desired regression function B for modeling
laboratory indicators of technological processes. We
will focus on selecting such a target function among
regressions based on neural network methods. Tak-
ing into account the specifics of the task, a variety of
methods were selected that correspond to the model
described above.

To summarize this section, the main task of this
paper is to simulate laboratory readings (or to con-
struct the soft sensors) using historical readings of
physical variables.

t> k.

3.2. Real World Physical Sensors
and Laboratory Measures Data Set

This work focuses on a data set,! collected at an
oil refining facility in a span of a year. The data set
includes a large set of physical variables, as well as
one target laboratory indicator (the target variable
corresponding to the final boiling point of the product)
selected by experts for modelling. Due to the rarity
of such data sets and studies on them in the public
domain (especially highly multidimensional data sets
containing sparse laboratory readings), many deci-
sions made during this study relied on experts of the
field and the specifics of the data sets available to the
authors of the study.

The target variable has an average and median
periodicity of 25 and 24 h, accordingly. More de-
tailed characteristics of the studied set can be seen in
Table 1. The distribution of the raw laboratory read-
ings of the target variable is shown in Fig. 1. The
monthly volume of target variable readings can bee
seen in Fig. 2. The target variable plot is present in
Fig. 3.

'A data set provided to the Lomonosov Moscow State Uni-
versity by the PJSC Lukoil Oil Company as a part of the
corresponding research contract no. ITS 1-22-26sp dated
October 16, 2023.
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Fig. 1. Target variable distribution.

We highlight the following problems of the studied
data: a relatively small amount of readings for the
effective construction of complex statistical models;
presence of outliers (fictitious data as well) in the
readings due to both external influences and human
factor; presence of several different periods of the
plant operational mode in the data set (see Fig. 4),
including periods not suitable for research. The target
variable has such attributes as reproducibility and
repeatability, coming from the applied field and de-
termining the accuracy of measurement in different
laboratories or in different experiments accordingly.
We will take into account the repeatability threshold
when evaluating models.

The number of laboratory test readings closely
coincides with the the number of physical variables; at
the same time, the data set contains a lot of strongly
correlating physical variables (see Fig. 5), therefore,
we will mostly focus on the selection of the most
significant physical variables as a way of improving
models. This is further justified by the need of the
applied field experts to participate in the construction
of the soit sensors.

4. FORECASTING LABORATORY
INDICATORS
The following soft sensor modelling subtasks were
covered in this work:

1. Feature selection, in order to reduce the di-
mension of the feature space—the volume
of readings of the target variable is close or
marginally lower than the dimension of the
input feature space.

2. Filling in missing values (points of time when
the laboratory measures weren’t conducted)
of the target variable in order to increase the
volume of data suitable for training models and
expand the classes of applicable forecasting
algorithms.
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Fig. 2. Monthly volume of target variable measures.
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3. Forecasting of laboratory readings based on
sliding windows of historical data of physical
variables as features.

4.1. Basic Preprocessing

Stable periods of plant operation based on sim-
ple heuristics and expert knowledge of the process
were semiautomatically selected—restrictions on the
derivatives and the absolute values of the the tar-
get variable readings were considered for the task.
Final approach implies filter limiting weekly differ-
ence between averaged laboratory measures. Further
mentions of the lab indicators data set include this
procedure as basic preprocessing. A simple standard
scaling was used to bring both features and the tar-
get variable to a similar scale. Taking the discrete
derivatives of the physical variables hadn’t shown
significant difference on the models accuracy.

Since some of the machine learning approaches
described further require continuous data for cor-
rect processing, several basic interpolation tools have
been considered to fill in missing values in the labo-
ratory readings. Five base concepts were considered,
including spline interpolation (Fig. 6), LOWESS re-
gression [7] (Fig. 7), naive linear and constant inter-
polations (as the most frequently used in the field), as
well as Gaussian kernel regression (Fig. 8). Spline
and LOWESS methods were chosen for further con-
sideration via preliminary experiments. A 48 h limit

on interpolating gaps was used to prevent unrealistic
data.

4.2. Feature Selection

The main problems of feature selection for the
task under research (some of which have already

Suppl. 2 2024
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Fig. 3. Plot of the target laboratory variable readings on
the period under study.
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Fig. 5. Distribution of nonzero correlation coefficients
between physical variables.

been mentioned when discussing the studied data set
above) include the abundance of high correlations
among the variables of the feature space, its large
dimension relative to the data volume of the target
variable, as well as an unknown time delay of the im-
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pact individual physical variables have on laboratory
studies.

The issue of delayed response between laboratory
indicators and physical control actions reflected in
the time series of physical variables is investigated
separately. After, we propose approaches to reduc-
ing the feature space based on several promising
classes of algorithms; then we describe the methods
of changing the feature space that are popular in the
field of time series prediction, adapted for use in the
framework of the studied data set.

4.2.1. Time component. Technological pro-
cesses usually have a noticeable time delay between
the time stamp corresponding to the control action
and the display of its effect on dependent indicators,
individual for each control and dependent variable.
Likewise, in the case of laboratory measures, such a
delay depends on the rate of change in the chemical
parameters of the plant products through control ac-
tions. This trait requires additional transformations
of the feature space to establish a direct concordance
between the target and feature data sets.

For feature selection models that do not explicitly
take into account the time dependences between in-
puts and outputs, we will look for the optimal shift
of the feature space along the time axis before se-
lection. Pairwise correlations of the target laboratory
variable and each physical feature are calculated for
multiple time delays within the fixed range (a day as
the average time between receiving laboratory mea-
sures). In general case, a variable shifted in time to
its maximum correlation with the response according
to the fixed criterion is investigated. We propose
calculating the Spearman correlation and assess the
importance based on the obtained p-values in the
ascending order. Let us call this approach an implicit
time component—the subsequent feature selection
algorithm does not take time into account and pro-
cesses data where the time component of production
has already been taken into account. An example of
visualizing the correlation of variables and their shift
relative to the moment a laboratory measure is taken
is shown in Fig. 9.

An alternate way in case of feature selection mod-
els that do not take time into account is to study
explicit time dependences between physical and labo-
ratory variables as a feature space. Two-dimensional
features are built—each feature is a pair representing
(variable,lag); then the feature selection models are
fed flattened data. We will call such a time compo-
nent explicit, also widely known as sliding-window
approach.

Models that take into account the time component
at the algorithm level (for example, recurrent neural
networks) already calculate the temporal dependence,

MOSCOW UNIVERSITY PHYSICS BULLETIN Vol.79 Suppl. 2 2024
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Fig. 6. Spline interpolation, filtered data.
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Fig. 7. LOWESS interpolation, filtered data.
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Fig. 8. Gaussian kernel regression, filtered data.

therefore they do not need preprocessing of the feature
space. Let us call such a time component automatic.

4.2.2. PLS-clustering. A popular classical
method of reducing feature dimensionality is the prin-
cipal component analysis (PCA), which decomposes

MOSCOW UNIVERSITY PHYSICS BULLETIN  Vol. 79

the original feature space into components (linear
combinations of variables) describing the largest
proportion of variance in the absence of other com-
ponents, intuitively, constructing an n-dimensional
ellipsoid on top of the original n-dimensional data.
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Similar to PCA method, partial least squares
(PLS) is a regression method based on the projec-
tion of the inputs and outputs of the model onto a
new latent space of a smaller dimension [8]. The
PCA algorithm looks for a subspace of inputs cor-
responding to the direction explaining the largest
proportion of output variation. Consider the NIPALS
algorithm [8], which we use further to fit the PLS
model. Let X and Y correspond to inputs and
outputs (columns correspond to features, and rows
correspond to observations; let us pay attention to
the possible multidimensionality of the outputs, but
consider the one-dimensional case for simplicity), a
x; corresponds to the i-column of the matrix X (and
similarly for others). We will look for matrices T" and
U that maximize the covariance (correlation) between
X and Y in the space of the found components
(matrices P and Q):

X=TPT+E, y=UQT+F

Components are found iterative; for each fixed step
i of the algorithm we search recursively for the i-
component, until we find suitable threshold for u;:

Initialization : By = X, F1 = y,u1 = F4
E — U : w; = normalized(F u; [mH?)
E—=W:t=FEw,
F—T:c;=Flt|t;||
F — C :u; = Ficil|ci|| 72
where C' comes from the implicit task of regression

X — Y. Then we remove variance already explained
by EZ' and FZ'I

E—T:p; = E!t|| 2
Eiv1=E; —tipl, Fip1 = F; — ticl

Uit1 = Eipq

After that, the algorithm continues for the ¢ + 1
component. It is not difficult to show that for a direct
transformation it is possible to obtain the rotation
matrix R:

R=wEP'W), t;=XR;, Y=TC. (1)

We propose the application of this method for
hierarchical clustering (similar to existing solutions
based on PCA [9]) and its adaptation to utilize the
expert’s opinion in the feature selection process. Ini-
tially, the field expert prepares a black list of variables,
selects a single target variable or a group. Next, for
a set of features, the following approach is performed,
represented as a hierarchy or a tree: a PLS regression
with two main components is trained on the input
set of features, the proportion of variance explained is
calculated—nby individual variables and by the entire
model; variables are divided into subgroups according
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to the amount of contribution to one of the compo-
nents. The algorithm continues recursively for groups
of variables of the first and second components.

In more detail, for the data set X, on the current
cluster of variables, the affiliation of the variable ¢ to
the first component is defined as |R;1| > | R2|, where
R comes from Eq. (1). Similarly, the proportion of
variance explained by the variable i relative to the
target variable y (column of Y') will be calculated as:

Sy — )
¥(y — mean(y))?’
g = x;i(Ri1 + Ri2)C.

R (ylz:) =1 -

The algorithm stops when the required splitting depth
is reached. The variables are sorted within resulting
clusters by the proportion of unexplained variance,
and either expert (the first priority) or first-order vari-
ables are selected as cluster representatives. In more
detail, the following formula is proposed for sorting
variables within the I cluster:

. 1— R?
seore(l) = T 2
iel

1el.

The resulting tree is visualized as a dendrogram,
vertically—the proportion of the explained variance
of the constructed models, see Fig. 10. Automatic
selection implies the fixed required level required of
explained variance or depth as a threshold to stop the
tree growth. The full algorithm is presented schemat-
ically in Fig. 11. Expert selects initial variables and
choses the important variables within found clusters
without going into the details behind building the
hierarchy.

The proposed approach allows for the selection of
features for several target variables simultaneously,
takes into account the expert’s opinion during data
preparation, and also implies interpretation in the
form of a dendrogram. The time component is taken
into account implicitly, that is, a preliminary shift of
features in correlation with the response is neces-
sary. The algorithm has one hyperparameter—the
tree pruning threshold.

4.2.3. Auto-generated Bayesian networks.
Feature selection based on Bayesian networks was
developed as well, and the Chow—Liu method of
generating Bayesian trees turned out to be suitable
for this paper’s problem in terms of computational
complexity. The Chow—Liu tree [10], as a kind
of Bayesian network that approximates the joint
distribution of P(X;, Xa,...,X,,) in the form of a
tree, which is written as a product of conditional
probabilities P(X|X),), 1 < k,p < n, according to
the Bayes theorem. The tree implies minimizing the

MOSCOW UNIVERSITY PHYSICS BULLETIN Vol.79 Suppl. 2 2024
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Fig. 10. A schematic process of PLS-clustering repre-
sented as a dendrogram.

Kullback—Leibler deviation, which can be written in
terms of individual and multiple entropy H as:

—YI(X;,parent(X;)) + XH(X;) — SH(X1,..., Xp).

The method of constructing the Bayesian tree is sim-
ple and involves adding an edge corresponding to the
maximum mutual information at each step.

Let us discuss the feature selection we have pro-
posed for the laboratory measures. Initially, the data
is reduced to a fixed frequency: the values of lab-
oratory variables are approximated by the values of
the nearest timestamp corresponding to the selected
frequency. Similar to PLS clustering, the analysis
of input and output correlations described earlier is
introduced to choose the optimal time series shift
for feature selection. Time series (physical and lab-
oratory) are individually sampled by ten (the value
could vary for using in different data sets) quantiles
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Fig. 11. Expert opinion utilized for feature selection.

based on a predefined training sample. This results
into a multiple time series, each consisting of values
representing classes for constructing the tree. After
that, the shifted discretized data is combined along
the time axis and filtered based on missing values
(absence of laboratory measures).

For the prepared table of discretized laboratory
data, a Chow—Liu tree is constructed with the target
variable as its root. An expert black list of variables
implies their absence from the source data. As se-
lected features, it is proposed to choose a tree based
on the preliminary selected depth or a fixed number
of features. The ranking of features is based on their
depth. Insignificant branches are cut off according
to the chi-square criterion with a significance level
of 0.05.

Field expert interaction implies the addition of
variables that are required to be included in the
graph (a white list of variables at the stage of tree
construction)—they are given priority when choosing
edges; as well as the construction of directional
connections of interest using the expert knowledge
(after the tree generation stage). The selection
is meant to be individual, since the chosen tree
preparation algorithm requires a single root node.
Method implies visualization in the form of a tree, a
real example can be seen in Fig. 12. The algorithm
has two hyperparameters—depth of the tree/number
of variables and the p-value threshold for trimming
links.

4.2.4. StemGNN. StemGNN is a deep neural
network utilizing a spectral-temporal graph and an
attention mechanism proposed in the work [11].
The authors of the original architecture note that
when predicting multidimensional time series, it is
necessary to simultaneously take into account both
correlations within time periods (correlations between
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different features) and correlations between time peri-
ods (correlations within the values of a feature), which
was taken into account when creating StemGNN
through the use of the graph Fourier transform—
GFT (takes into account correlations between time
periods periods) and discrete Fourier transform—
DFT (takes into account correlations within time
periods). First, a GFT transformation takes place,
which converts the structural multidimensional input
data into a set of spectral time series, while the various
trends can be decomposed as orthogonal time series.
The DFT transformation is used to transfer each
individual time series into the frequency space.

After applying these transformations, a spectral
representation of the time series is obtained, con-
taining clear patterns that can be effectively predicted
using convolution and sequential learning modules.
Moreover, the neural network includes a hidden level
of automatic analysis of correlations between time
periods. Forward and reverse forecasting modules
with a common encoder are used to facilitate the
representation of time series.

We propose using this neural network architecture
for feature selection. In the first StemGNN layer, the
attention matrix is automatically created between the
features (see Fig. 13), which is used to rank variables
representing physical sensors. The laboratory data
interpolated by a fixed method is combined with the
readings of physical sensors into a common data set
and passed through the StemGNN graph neural net-
work model, to generate a matrix of pairwise attention
(graph representation of a time series).

A complete predictive model of the united time
series is built (the original architecture assumes the
prediction of the next vector value of a multidimen-
sional series for a given sliding window-history), after
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which the first layer corresponding to the attention
layer between the variables of the series is extracted
from the model. As a hyperparameter, it is necessary
to choose the complexity of the StemGNN model, for
our task we will fix the simplest option in the form of
a single StemGNN block (see Fig. 13).

While this is not a concern for the feature selec-
tion, the StemGNN model requires autoregression
for forecasting time series which is complicated in the
case of constructing soft sensors on the scarce data,
even after interpolating. We propose modifying the
architecture by adding a dummy input representing
the soft sensor as a weighted linear combination of all
the input time series. In order to simplify the com-
parison of architectures, we will use this modification
both when selecting features and using StemGNN as
an independent predictive model.

The resulting first layer of the model contextually
generates attention for a given moment in time in the
form of a weighted connectivity matrix. The expert
can set a normalized attention weight of 1 for selected
variables before/during training (which ensures their
inclusion in the model), as well as obtain contextual
importance on new data. The feature selection takes
place by sorting the averaged attention matrix for a
given period of data and a laboratory variable (a fixed
desired number of physical variables is required for
selection).

StemGNN-based feature selection does not re-
quire additional care for the time component, pro-
cesses several laboratory variables simultaneously
and has one hyperparameter in the form of the desired
number of selected variables.

Separately, we consider the possibility of extract-
ing the first layer of the model that builds the attention
matrix and using it as an attention layer for new
neural network models. In this case, the expert will
have the opportunity to interact with the feature space
online, which will allow taking into account the expert
opinion contextually.

4.2.5. Response-based Lo-regularization. In
[4], a pseudo approach to feature selection in fully
connected networks was proposed, based on a reg-
ularization multiplier, depending on the correlation
with the response. We propose a modified approach
that generalizes regularization to networks of any
class and takes into account the expert’s opinion,
applying response-based regularization to a layer im-
plementing a linear combination of the time series
at the input of the sliding window model. The other
modification is utilizing this approach to analyse slid-
ing windows in the form of recurrent models.

A correlation vector (of a fixed type) of inputs and
laboratory studies is constructed (individually), which
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Fig. 13. Scheme of the StemGNN architecture as presented in the original work.

is added as a multiplier for regularization of the inter-
polation model of laboratory indicators/prediction of
soft sensors. The expert puts down maximum values
(“1” in case of positive correlation) as multiplier for
physics-based necessary dependences.

To summarize, the weights of the model during
gradient descent at step ¢ for the input layer (the
neuron with the number k is represented) are updated
according to the following formula:

0(J +a(l = pj)(Wj)*)
WY, ’

t+1 __ t

0J
WY = Wi, — (5 + 2a(1 — pj) W),
ik J 5W]¢k A
where p; corresponds to the correlation coefficient of
the input variable j and the output, J corresponds to
the loss function; a corresponds to the basic regular-
ization multiplier for Lo.

The method does not provide the ranking of fea-
tures explicitly, such can be indirectly considered the
rating of Spearman correlation coefficients between
the target and physical variables. Hyperparameters
include the chosen type of correlation and the base
regularization coefficient.

4.2.6. Existing approaches to feature selec-
tion. The authors also investigated a set of estab-
lished feature selection methods as an alternative to
the proposed ones and also to expand the classes of
tested approaches.

The feature selection method based on deci-
sion trees, in particular, gradient boosting Light-
GBM [12], was investigated in two variants. The
first one is the construction of a sliding window
model in time from physical variables with one target
variable, a laboratory indicator. Such model implies
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an explicit flat representation of features (an explicit
time component) in the form of a lag in time and a
variable name. An example of features selected for
the data set under study can be seen in the Fig. 14.
Alternatively, a model with a preliminary corrected
time component was investigated. The selection
of variables, or variable-lag pairs, is performed by
ranking the number of feature occurrences in the
ensemble. The LightGBM parameters that differ from
default ones are represented in Table 2.

The LASSO feature selection method [13] with
preliminary selection of the time component shows
relatively sparse results (based on the coefficient ma-
trix, see Fig. 15) for the problem under research,
therefore features are selected by the threshold on the
model coefficients.

Separately, recurrent autoencoders were consid-
ered as a way to transform the complex data of a
sliding window of physical variables to an abstract
representation of lower dimensionality. At the same
time, autoencoders allow partially solving the prob-
lem of small data volume by depending on only con-
tinuous data of physical variables when building the
models [14]. A simple autoencoder was proposed
to use for feature transformation, consisting of two
GRU layers [15], one to transform the input sliding

Table 2. Light GBM parameters

Parameter Value
Estimators 10
Learning rate 0.1
Max depth 4
Max leaves 16
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Table 3. The studied feature selection algorithms and the features selected by multiple methods. The variable names in
the index column are anonymous and present only to avoid confusion when assessing the table. Numerical values in the

cells correspond to the model’s provided scoring

Sensor PLSC Bayes LASSO LGBM StemGNN
SENSOR_1 0.865768 4 0.045041 3 -
SENSOR_2 - 4 0.029486 - 0.947341
SENSOR_3 0.963523 4 0.123929 - —
SENSOR_4 - 2 0.034464 - 0.334994
SENSOR_5 0.79364 1 - 3 -
SENSOR_6 — 4 - 2 0.414463
SENSOR_7 0.994848 - 0.032323 - —
SENSOR_8 0.930119 2 - - -
SENSOR_9 - 3 0.137878 - -
SENSOR_10 0.979286 4 - - -
SENSOR_11 - 4 0.203014 - -
SENSOR_12 - 3 0.021009 - -
SENSOR_13 - 2 - - 0.361444
SENSOR_14 - 3 0.001983 - -
SENSOR_15 - 4 0.05296 - -
SENSOR_16 — 3 0.017038 - -

window into the hidden representation of 64 neurons
and other to transform the representation back by
repeating the representation vector. The model is
preliminary fit using optimizer RMSprop [16] with
learning rate of 1073 and a batch size of 64.

5. CASE STUDY

Here, we investigate the real world problem of
forecasting a selected target variable corresponding
to a laboratory indicator of sparse data volume. The
data set was previously discussed in Subsection 3.2.
One hour was chosen as the minimum forecast hori-
zon, and the interpolation problem is also solved si-
multaneously with the forecast by generalizing the
built forecast model onto physical data. Due to the
lack of real data for the missing laboratory values, the
forecast metrics will be applied on real readings, and
the approximation will be assessed visually as well.

5.1. Forecasting Neural Models

5.1.1. Simple recurrent model. As a standard
method for processing sequences, simple recurrent
neural networks were analysed for the task; they allow

processing sequences with a small amount of param-
eters, to help preventing overfitting under conditions
of critically small data volume.

A simple model consisting of a GRU layer
(16 neurons) with batch normalization followed by
a fully connected layer at the output was studied.

25 -7
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Fig. 14. Two-dimensional features selected using the
importance in a tree ensemble.
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Over-fitting of the model was prevented by the
weight decay (0.01) as well as its simplicity. The
Adam optimizer [17] was used with a learning rate
parameter of 0.01 and a stochastic gradient descent
batch size of 128. Mean squared error (Lg norm) is
used as the loss function.

Recurrent models [18] allow the use of feature
selection methods that do not violate the structure
of the input data (either transforming the input time
series, or selecting variables from the original series).
Due to the simplicity of the proposed architectures,
they can work with both interpolated data and initial
sparse laboratory readings.

5.1.2. StemGNN. The above-discussed
StemGNN graph neural model, in addition to feature
selection, also provides us with the ability to approx-
imate the continuous series from its input. It is quite
complex to be used within a small data set, but the
transformation of features into an internal representa-
tion by means of varieties of Fourier transformations
allows it to be used for a direct (on an interpolated lab
data) forecasting task along with simple models.

The model is trained using the RMSProp [16]
optimizer (according to the original work), a learning
rate of 107> and a batch size of stochastic gradient
descent fixed at 8. Mean squared error is fixed as the
loss function.

Like simple recurrent models, StemGNN requires
an input structured as a multidimensional time series.
Also, we note the impossibility of using the initial
noninterpolated laboratory readings in this model due
to its great complexity in terms of the number of
parameters.

5.1.3. Multilayered perception. Finally, simple
fully connected models were investigated in order to
compare the proposed structured feature selection

16
14
12
10

S N B~ N

—0.2 0 0.2 0.4 0.6

Fig. 15. Nonzero coeficients distribution of the LASSO
model.
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methods with methods that transform the original
time series space into flat features.

A simple two-layer model was studied, 128 and
16 neurons, respectively, with the LeakyRelLU ac-
tivation function and the normalization of the batch
between the layers. Note that the proposed model
is trained using the Adam optimizer, learning rate
0.01, weight regularization 0.001 and the stochastic
gradient descent batch size 8. Mean squared error is
fixed as the loss function.

This model was used alongside of ensembles of
decision trees and autoencoders for the selection of
flat features.

5.2. Feature Selection Comparison

The following methods of feature selection were
compared in an experimental study, the first three
of which use the preliminary correlation optimization
along the time axis for features:

+ PLSC: hierarchical PLS clustering;

+ Bayes: feature selection based on the Bayes
subtrees built using the Chow—Liu method;

+ LASSO: selection ordered by the magnitude
of the coefficients of the constructed LASSO
model;

+ LightGBM: selection based on the importance
of flat features in building an ensemble of gra-
dient boosting trees (sliding window data rep-
resentation);

« StemGNN: selection based on the attention
matrix calculated inside a StemGNN network
with a single block.

The following feature selection parameters were
fixed for this and following experiments: PLSC
with depth of splitting fixed as 4, Bayessian tree
with depth of feature subtree fixed as 4; LASSO
with top 16 selected variables by absolute coefficient
value; StemGNN trained on spline interpolated data
(order is 3) with top 16 selected variables by attention
matrix; and Light GBM with features used more than
once. The models were built on the whole filtered data
set.

Below, Table 3 presents the variables selected by
the proposed and existing methods, sorted by the
number of methods that selected each variable. Only
variables that have been selected by more than one
method are presented. The variable marked by the
field expert as important for the operation of the sys-
tem as a whole is marked bold. It is worth noting that
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Fig. 16. RNN model with StemGNN feature selection.
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Fig. 17. RNN model with PLS feature selection.

a significant number of unrepresented variables were
selected by only one method, which probably confirms
the presence of a large number of correlated variables
in the data set.

The Bayes feature selection method seem to have

the most influence among the competitors, as the
one to select all but one present sensor variables,
while the LightGBM and StemGNN methods seem
to make the most unique choices among the proposed
approaches.
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Fig. 19. RNN model with correlation-based Lo.

5.3. Quality Metrics

The problems of estimating the forecast of labo-
ratory indicators quality include such factors as: the
lack of real laboratory values to evaluate the approx-
imation based on the constructed models, the pres-

ence of outliers in real data, inaccuracy of laboratory
measurements—the presence of reproducibility lim-
its. We also note that the critically small amount of

input data, coupled with their temporary structuring,
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Fig. 21. StemGNN model trained on the spline interpolated data with PLS feature selection.

means that it is impossible to use such estimate in-
struments as cross-validation.

Hence, we offer a multistep approach to evaluating
and comparing models. The first step is a rule of
thumb, which we define by comparing the p-value

for the hypothesis of the absence of linear correlation
between the model results and real data with a fixed
threshold. Alternatively, it is possible to investigate
the adequacy by the R? threshold, however, for this
data set, a correlation version is proposed. To take
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Table 4. Experimental results for forecasting sorted by the values of the MSE metric

Feature Model Data Pearson Hinge MAE rMSE
StemGNN RNN Raw 0.4055 0.5901 2.6995 3.7199
PLS RNN Raw 0.3440 0.6894 2.8013 3.8207
AE MLP Raw 0.3823 0.7562 2.9069 3.8238
BAYES RNN Raw 0.3352 0.7542 29151 3.8326
StemGNN Loess 0.1379 0.3213 2.9092 4.0313

PLS StemGNN Spline 0.3209 0.9907 3.2494 4.0399
Ly (Spearman) RNN Raw 0.2510 0.8128 3.0104 4.1021
LGBM RNN Raw 0.1946 0.8743 3.2158 4.1074
BAYES StemGNN Spline 0.3047 1.1974 3.5676 4.4891
LASSO StemGNN Spline 0.2665 1.3757 3.8468 4.8834
LASSO RNN Raw 0.2181 1.4014 3.8575 5.1372
LGBM StemGNN Gauss 0.2384 1.8203 4.8190 5.8204
LGBM MLP Raw 0.1566 2.8989 5.7509 7.3012

into account the inaccuracy of laboratory measure-
ments (repeatability, see Subsection 3.2), it is pro-
posed to use a modified Hinge metric for continuous
response. Let the upper and lower limits of the mea-
surement correspond to a symmetric interval of length
I, then we can write down:

hinge(y,y) = max(ly — 9| — I,0).

Alternatively, the models are compared using the ba-
sic Ly or Ly norms in the form of mean absolute and
squared errors. The suggested comparison between
models proceeds as following:

Pvalue - MSE — Hinge — Visual comparison.

5.4. Laboratory Data Approximation Comparison

Let us describe an experiment comparing all the
proposed and investigated methods of feature selec-
tion applied to the described above neural network
models implementing both approximation and pre-
diction. On the data preprocessed for stability (see
Subsection 4.1), we select sequential training and
test samples in the ratio of 6 : 4. Note that, due to the
critically small amount of both test and training data,
this is the only partition that we will limit ourselves to
in this study.

Methods of feature selection with implicit time
component use preliminary feature shift based on
sorting lags using Spearman correlation p-value
threshold: PLS clustering (PLSC), Bayes selec-
tion, Lasso, LightGBM. Methods with explicit time
component such as sliding-window LightGBM,
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autoencoder, as well as automatic time component
(StemGNN) are also being investigated. Feature se-
lection methods use the same parameters as declared
in the Subsection 5.2.

We fix the sliding window size of the forecast
model inputs (as well as Light GBM model variation)
as 24 h, fix the radius of the search for the optimal
time component with the same value (the shift is
applied only forward to prevent looking into future),
as mentioned above, a time step forward of 1 h is in-
vestigated. Interpolation methods of laboratory data
including Spline (order is 3), Gaussian kernel (with
kernel size 24) and LOWESS (iraction of used ele-
ments is 2%) are investigated where needed, in each
case the maximum offset between the real laboratory
values is fixed as 48 h.

Table 4 shows the step-by-step results of the best
models for each of the tested architectures used with
proposed feature selection methods. As we can see,
provided metrics mostly correlate excluding Hinge,
resulting in the three groups of favourites—RNN
model with StemGNN, PLSC, and Bayes feature se-
lection, providing best correlation; multilayered per-
ception model (fully connected) with autoencoder;
and a Hinge metric leader, StemGNN model with-
out feature selection, although it shows better corre-
lations using proposed feature selection approaches
(PLSC, Bayes).

The visual comparison for a select few of the de-
scribed methods, as well as some residual visualiza-
tions can be seen in Figs. 16—21. Each plot has the
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original lab measures plotted alongside the predic-
tions and a reproducibility cone. The heteroscedas-
ticity and Q—Q plots for predictions are presented to
better demonstrate the errors.

6. CONCLUSIONS

This work has explored the problem of approxima-
tion and prediction of chemical laboratory indicators
of the oil refining process, hindered by a small amount
of data on the target variables. Laboratory indicators
is the only way to acquire the quality of the manu-
factured product, however, they are not feasible in the
form of physical sensors of the technological process.
Therefore, the solution to this problem is sought in
the form of a mathematical model (soft sensor) based
on the physical sensors of the process, which come
in large dimensions, since they characterize the tech-
nological process as a whole. The key problem of
the study turned out to be the selection of features in
the presence of a large number of correlated variables
and a relatively small volume of the response records,
complicated by an additional task of utilizing the ex-
pert knowledge.

The authors propose several new approaches that
allow preprocessing the source scarce data for use
inside complex neural network models, which, in
the case of high dimensional data, have the bias of
converging to the average value. We have proposed
approaches based on correlation (in particular, partial
least squares hierarchy), probability trees and graph
neural networks, which were tested on popular neural
architectures for working with time series within the
framework of the studied data set. Compared to the
existing studies, we focus on the time dependences
between the physical and laboratory variables.

Separately, we highlight the proposed means of
taking into account expert opinion for the potential
use of the developed feature selection tools in real
production. The developed methods might be im-
plemented as a recommendation system for an ex-
pert (suitable for handing large amounts of process
variables with multiple visualizations) as well as an
independent automated tool. This should allow the
ensemble of feature selection and tested neural net-
work models to be used together with existing control
systems to ensure smooth and effective transition to
intelligent production plant management algorithms.

As a result, the authors also propose several best
combinations of the proposed methods, which show
the best results on the studied real data set and
may take the expert opinion into account. Devel-
oped methods of feature selection based on PLS and
Bayes approaches show best quality in combination
with simple recurrent networks; using complex neural
models for feature selection shows good quality as

LAZUKHIN et al.

well. The main result of this work is a step in the de-
velopment of the industry towards a recommendation
expert system that allows approximating chemical
production indicators in real time.
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