YBaxxaemblil PELICH3EHT,

BnarozxapHM BacC 3a HpCI[OCTElBJ'ICHHBIfI OT3bIB U CACJIAHHBIC KOMMCHTApHUHU. Huxe
MpCaACTAaBJICHBI HAIIK OTBCTHI U BHCCCHHBIC N3MCHCHHUA HA ITOJIYYCHHBIC 3aMCUYAaHNWA:

1.

[IpencraBuTh COBpeMEHHOE COCTOSIHHE perraeMoii mpooiemsr (State of arts) u
YETKO C(I)OpMyJII/IpOBaTB HOBU3HY U IIPCUMYIICCTBO IIPpCIaracMoro 1mnmoaxoaa
IO CPABHCHUIO C UMCIOINUMHUCA; B TCKYIICM BApUAHTC CCTb TOJIBKO CCBIIIKH [3,
5-7] 6e3 aHaIn3a/01eHKH UX PE3YJIbTAaTOB; BO3MOKHO CJIEIYET YKa3aTh padOTHI
U apyrux aBTopoB; - Ha crpanumax 1-2 no6aBjieH 0030p cOBpeMEHHOI0
COCTOSIHMSI ITP00JIEMBI:

In computational fluid mechanics the implementation of machine learning
algorithms for subset of the complete system of gas dynamics equations
approximation has been recently started [8-10]. For instance, in [10] a
simplified neural network model as an algebraic turbulence model is developed
within CFD simulation, addressing challenges in rapidly converging solutions
for the Reynolds Averaged Navier—Stokes (RANS) equations, and
demonstrating its improved convergence compared to traditional methods. In
[9] a data-driven approach to turbulence modeling in RANS simulations is
explored, leveraging supervised learning algorithm sto improve the accuracy
of turbulence closure terms in CFD simulations, with the aim of enhancing
predictive capabilities and potentially offering an alternative to traditional
turbulence models. The study [8] is dedicated to large-eddy simulations (LES),
where LES is employed for a methane-hydrogen flame, and comparison of
structured tabulation and neural networks for chemistry representation is
given. The novel optimal neural network approach to LES is applied. The
accurate representation with controlled errors is ensured. Comparable
accuracy with structured tables and highlight the neural networks potential for
enhancing predictions in reactive flows is shown. In the same manner, the
calculation of transport coefficients can be executed autonomously at each
computational time step, taking into account the governing hydrodynamic
equations. The main advantage of such an approach is that computational costs
of computation of transport coefficients justifies the application of regression
[3]. In the previous research [3], neural networks are implemented to assess
transport coefficients in atomic and molecular gases, taking into account
internal degrees of freedom. Comparison of results to exact calculations
demonstrates promising accuracy and speed enhancements, particularly in
multi-component mixtures. In the paper [5] the implementation of machine
learning algorithms is investigate for mitigation of the computational cost of
state-to-state numerical simulations in high-speed reacting flows. The
achievement of accurate predictions for relaxation source terms is shown.
State-to-state Euler equations through data-driven machine learning
regression models are solved. The results are coupled with the strategies to
accelerate an in-house solver, and deep neural networks for direct solution
inference. Finally, in [7],machine learning algorithms are utilized to compute
state-to-state transport coefficients in nonequilibrium reacting gas flows.



Under conditions of strong coupling between vibrational-chemical kinetics and
gas dynamics, the transport coefficients of thermal conductivity, shear
viscosity, and bulk viscosity are considered. Dedicated software application is
developed for solving the regression problem, enabling model configuration,
training, and evaluation, resulting in a multi-layer perceptron regression model
applied to a binary molecular and atomic nitrogen mixture (N, N) taking into
account 48 vibrational states of N,. Comparing with rigorous kinetic theory
calculations substantial acceleration up to two orders of magnitude for neural
network regression is shown. The potential for significantly reducing of
computational efforts in nonequilibrium flow simulations is emphasized.

2. bonee neranmpbHO 000CHOBAaTH BBIOOP THIEpPIIApAaMETPOB JII METOJOB Ha

OCHOBE€ MAIIWHHOI'O O6y‘{eHI/IH; B 49aCTHOCTH, BBI3bIBACT YJIMBJICHHC BBI60p
CTOJIb MPOCTOM M HEOOJBLION HEHPOHHOM CETH - MEPLENTPOHA C OJHUM
CKPBITBIM CJIOEM, B TO BPEMs KakK 06]]_[6171 TGHI[@HHI/IGﬁ ABJIACTCA UCITOJIB30BAHUC
rIIyOOKMX HelpoceTel; KpaTkoe YIIOMHUHAHHUE TOr0, YTO MCIoJib3oBaics grid
search approach IMpCaACTaBIICTCA HCIOCTAaTOYHLIM, - I[OﬁaB.JIeHbI
COOTBETCTBYIOIINE KOMMEHTAPUH HA CTPAHMLAX D U 7
- For the sake of simplicity, in the present study a multilayer perceptron with
one hidden layer is used. Since a universal approximation theorem is
established [25], in case of solution convergence, the problem of memory
limitation in our research becomes the crucial one. Therefore, no additional
calculation complications associated with the deep neural network have to be
required.
- The choice of the optimal neural network architecture remains a relevant
challenge for a future research: increasing the depth while maintaining overall
compactness and evaluation speed can improve regression performance, and,
therefore, overall modeling accuracy.

3. B pasgene 4 (CONCLUSION) derdye cdopmyaupoBaTh HaIW4YHe HIN
OTCYTCTBHE MPEUMYIICCTB METOAOB MAIIMHHOTO OOYy4YCHHs/HEHpOCETeH st
perieHus 3a7a4 B paccMaTpUBaeMoOM MpUKIAIHON oOnacTu. - {omoJiHeHo
3aKJ/oueHue Ha crpanuue 6: The utilization of these techniques enables the
application of computationally intensive accurate transport algorithms to
practical scenarios, as well as facilitating comparison and implementation
even under constraints of limited computational resources.

Eme pa3 61arogapum Bac 3a nieHHBIC 3aMedaHus IIPH OJATOTOBKE CTaThH.
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